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Abstract

In this talk we consider two linear models, M1 = {y, X3, V4} and
M, = {y, X3,V2}, say, which differ only in their covariance matri-
ces. Our main focus lies on the equality of the BLUEs of X3 un-
der these models. The corresponding problems between the models
{y,XB,1,} and {y,X3,V}, ie., between ordinary least squares es-
timator and BLUE are pretty well studied. Our purpose is to do the
corresponding considerations between the BLUEs of X 3 under M; and
Ms. This talk is continuation to the talk of the same authors given in
LINSTAT-2010 in Tomar.

Keywords

Best linear unbiased estimator, Gauss-Markov model, Generalized least squares
estimator, Ordinary least squares estimator.

References

[1] Baksalary, J.K. and R. Kala (1980). A new bound for the Euclidean norm
of the difference between the least squares and the best linear unbiased
estimators. Ann. Statist. 8, 679-681.

[2] Mitra, S.K. and B.J. Moore (1973). Gauss—Markov estimation with an
incorrect dispersion matrix. Sankhya, Ser. A 35, 139-152.

[3] Rao, C.R. (1967). Least squares theory using an estimated dispersion ma-
trix and its application to measurement of signals. In: L.M. Le Cam, J.
Neyman (Eds.) Proceedings of the Fifth Berkeley Symposium on Mathe-
matical Statistics and Probability: Berkeley, California, 1965/1966, vol. 1
(355-372). Univ. of California Press, Berkeley.

[4] Rao, C.R. and S.K. Mitra (1971). Generalized Inverse of Matrices and Its
Applications. New York: Wiley.



